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Abstract: The automatic recognition of various construction operational resources such as materials and 
equipment is always necessary to achieve the full automation in construction. Although many object 
recognition methods have been developed so far, the datasets used to validate these methods are limited 
to the few categories of objects in natural scenes. As a result, it is unclear whether the methods can be 
used to recognize the operational resources at construction sites. In order to fill this gap, this paper 
proposes to create a standardized dataset of construction equipment images to evaluate existing 
recognition methods.  Specifically, thousands of images are taken from multiple construction sites. The 
images contain a wide range of construction equipment from different manufacturers, such as Caterpillar, 
Volvo, Deere, Komatsu, and Hitachi. In each image, the Equipment of Interest (EOI) has been annotated. 
The annotations include the type of the equipment and the labeling of various equipment components, 
such as bucket, stick, boom, cab, tracks, wheels, etc. The annotations can be used as a ground truth to 
test existing object recognition methods. The experiments show that the existing recognition methods can 
be evaluated in a standard, unbiased, and extensive way, when they are adopted for the recognition of 
construction equipment with the dataset developed in this paper.  
 
 
1. Introduction 
 
The construction industry has been transformed as one of the largest industrial sectors in Canada 
(Historica-Dominion, 2012). As a continuous growing industry, it has been searching for efficient methods 
which can improve the productivity and quality of construction work. Automation in construction has been 
proposed for that purpose (Demsetz, 1990). Automation, which means in general the replacement of 
human labor by control systems and machineries for the manufacturing of goods and services, has now 
been increasingly adopted in the construction industry (Demsetz, 1990). The potential of automation have 
been explored to overcome the prevailing problems of poor quality and low productivity work in the 
construction industry. Automation can improve the consistency of construction operations by reducing 
operation cycle time and performing the tasks that are beyond human capabilities in size, weight, speed, 
etc.  Also, it can enhance the safety of construction workers by replacing them for difficult and tedious 
physical work and in hazardous construction environments. Thus, automation, if properly adopted, can 
increase the speed, consistency, safety and quality of construction work in the construction industry. 
 
So far, much automation work has been developed in the construction industry, and a large portion of the 
work was created on the basis of using construction site images. The construction site images record the 
as-built status of the project under construction, and capture daily job site activities, which help 
construction engineers/managers monitor and control the sites remotely and dynamically. Take project 
productivity analysis as an example. The traditional analysis was executed manually, which was slow, 
inefficient and error-prone (Davidson and Skibniewski, 1995). The construction site images can be used 
to indicate the state of construction operational resources at the site, which makes the automated 
construction productivity analysis possible (Azar and McCabe, 2012; Gong et al. 2011).  
 
In order to fully utilize construction site images for the automation of construction work, one critical step is 
to automatically recognize various construction objects from the site images, such as material, worker, 
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and equipment. This is not an easy task, considering the fact that construction sites are characterized as 
being dirty, disorderly, and cluttered with tools, materials, and debris. Also, construction objects in the site 
images are typically occluded partially, which makes the recognition even more difficult and challenging.  
 
Currently, there are many object recognition methods available. Most of them were developed by 
researchers in the field of computer vision. For example, Dalal and Triggs (2005) relied on the histograms 
of oriented gradients (HOG) for the recognition of human. Felzenszwalb et al. (2010) developed a 
discriminatively trained part-based model for the recognition of generic objects, such as bicycles, cars, 
etc. In order to measure the performance of existing recognition methods, several image datasets have 
been created. Typically, a dataset compiles thousands of object images. The objects in the images are 
first identified manually as the ground truth. The recognition results with the methods are compared with 
the manual identification results. This way, the recognition accuracy of the methods can be determined. 
All existing datasets that are publicly available to validate the effectiveness of existing recognition 
methods only contain limited categories of objects in natural scenes. As a result, it is unclear about the 
recognition performance of existing methods to recognize construction objects at construction sites. 
 
This paper proposes to create a standardized dataset of construction equipment images to evaluate the 
construction equipment recognition performance of existing recognition methods. Construction equipment 
is one of main operational resources in executing construction tasks and is frequently involved in most of 
the construction operations (Azar and McCabe, 2011). The successful equipment recognition will provide 
a solid foundation to automate multiple equipment monitoring and control tasks. The process for creating 
the construction equipment image dataset follows two main steps. First, thousands of images taken from 
multiple construction sites are collected. The images contain different types of construction equipment 
from the manufacturers, such as Caterpillar, Volvo, Deere, Komatsu, and Hitachi. Then, the Equipment of 
Interest (EOI) in each image has been annotated. The annotations include the type of the equipment 
contained and the labels of corresponding equipment components, such as bucket, stick, boom, cab, 
tracks, wheels, etc. The annotations can be used as a ground truth to test existing object recognition 
methods with slight modifications. So far, an existing object recognition method (Felzenszwalb et al. 
2010) has been implemented and tested with the dataset. The experiments show that the method can be 
evaluated in a standard, unbiased, and extensive way, when it is adopted for the recognition of 
construction equipment with the dataset developed in this paper.  
 
 
2. Background 
 
The recognition of objects from images has been considered as a challenging task. This is especially true 
for the recognition of three-dimensional (3D) objects in the world, since an object may have multiple 
poses, be partially occluded, and/or experience different environmental light conditions (Yang 2009; 
Ulrich and Steger, 2008). So far, several methods have been proposed for the recognition of 3D objects. 
Based on the recognition cues adopted, these methods can be broadly classified into three categories: 
(1) the geometry-based category, (2) the appearance-based category, and (3) the feature-based category 
(Yang 2009). The geometry-based recognition methods rely on the object shape, and other object 
properties, such as color and texture, are not used. The appearance-based methods typically consider 
the object surface reflectance properties as recognition cues, and the feature-based methods use the 
object visual features that are locally invariant (Matas and Obdrzalek, 2004). Currently, there are several 
datasets available to evaluate the performance of these methods for the recognition of the objects such 
as people, car, bicycle, etc. 
 
2.1 Geometry-based Category 
 
In the geometry-based methods, an object is represented by a model of 3D geometric primitives (e.g. 
boxes, spheres, cylinders, etc.) or 2D shapes/contours. The primitives, shapes, or contours are typically 
organized hierarchically. When such model is created, the recognition of an object can be performed by 
determining the geometric similarity between that object model and all the geometric information that can 
be retrieved from an image (Pope, 1994). So far, there are several methods that can be used to check the 
geometric similarity, including the hierarchical chamfer matching (Borgefors, 1988), geometric hashing 
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(Lamdan and Wolfson, 1988), and shape-based matching (Steger, 2001). Also, the similarity can be 
determined using the Hausdorff distance transform (Rucklidge, 1995) or generalized Hough transform 
(Ballard, 1981). 
 
The geometry-based methods are robust for the recognition of the objects partially occluded or under 
cluttered background. They are invariant to lighting and pose variations (Matas and Obdrzalek, 2004). 
However, the effectiveness of the methods is heavily dependent on the reliable extraction of geometric 
primitives, but not all the primitives could be detected. For this reason, the geometry-based methods are 
typically restricted to use to recognize the objects that have easily identifiable components (Matas and 
Obdrzalek, 2004). Also, the geometry-based methods, in general, require high computational load and 
lead to long computation time (Ulrich and Steger, 2008). 
 
2.2 Appearance-based Category 
 
The appearance-based methods are developed following the idea of "remembering all possible 
appearances” of an object. Typically, the methods consist of two phases. In the first phase, an 
appearance model is constructed on the basis of a set of reference images that includes the object's 
different views under different orientation and illumination conditions. The second phase is the recall 
phase. In this phase, the parts of a test image are first extracted through image segmentation. Then, the 
recognition is performed by matching the extracted parts of the test image with the model (Matas and 
Obdrzalek, 2004). There are several appearance-based methods available. For example, Murase and 
Nayar (1995) relied on the image Eigen values to recognize objects with different viewpoints and 
illumination variation. Swain and Ballard used image histograms (Swain and Ballard, 1991). This way, 
object recognition is converted to the problem of matching two histograms. The effectiveness of the 
appearance-based methods has been successfully demonstrated when recognizing objects in the scenes 
without occlusions or under the black background (Nayar et al. 1996). 
 
There are two main advantages about the appearance-based methods. First, the methods do not require 
any user-provided models (Matas and Obdrzalek, 2004). The models could be automatically generated 
from the training images. In addition, the methods are effective for the recognition of the objects under 
variable illumination and viewpoint conditions (Yang, 2009). The main limitation of the appearance-based 
methods lies in their sensitivity to object occlusions and cluttered background. Therefore, they are not 
always robust. Also, the methods suffer from a lack of invariance to similarity transformations such as 
scale or rotation. In order to be invariant to changes in illumination and viewpoint conditions, the 
recognition using the appearance-based methods requires dealing with all variations of the object 
appearance, which is computationally expensive (Dorkó and Schmid, 2004). 
 
2.3 Feature-based Category 
 
In the feature-based methods, an object is represented by its local features, such as the surface patches, 
corners, or other interest points with intensity discontinuity. The features are typically invariant to scale, 
illumination and affine transformation (Yang, 2009), which can be extracted with certain feature 
descriptors, including the Scale-Invariant Feature Transform (SIFT) (Lowe, 1999), the Histogram of 
Oriented Gradients (HOG) (Dalal and Triggs, 2005), and the Speeded Up Robust Features (SURF) (Bay 
et al. 2006). When the features of an object are extracted, the object recognition is to locate the features 
of the object in a test image. Specifically, all the local features are extracted from the test image with the 
same feature descriptor that has been used to extract the object features. Then, the matches between the 
features from the object and the image are determined. If the number of matched features reaches a 
satisfactory level, the presence of the object in the test image is confirmed. 
 
Under the feature-based methods, the presence of an object in an image can be estimated as long as a 
few key features of the object are matched to the image features. Therefore, the feature-based object 
recognition methods are robust, especially when objects experience occlusions or are under clutter 
background (Lowe, 1999). In addition, the object features can be automatically extracted and learned 
from a set of training images. There is no requirement for the user-provided models. Moreover, the 
objects can be recognized under an unknown background, and image segmentation is not necessary 
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(Matas and Obdrzalek, 2004). The reliance on the features that are invariant to scale, illumination and 
affine transformation, makes the methods can recognize objects, even if they are under varying viewpoint 
and illumination conditions (Matas and Obdrzalek, 2004). 
 
2.4 Datasets Available for Evaluating Object Recognition 
 
Although the tremendous progress has been made towards object recognition, most existing recognition 
methods are still sensitive to large illumination variations and heavy occlusions (Yang 2009). In order to 
evaluate the performance of existing object recognition methods, several datasets have been created, 
such as PASCAL VOC dataset, UIUC dataset, CALTECH dataset, MIT-CSAIL dataset, INRIA Person 
dataset, CMU PIE dataset, YALE dataset, and UMIST dataset. These datasets include a large number of 
image collections with the ground truth annotations of certain objects. For example, the PASCAL VOC 
dataset includes twenty visual object classes (i.e. person, bird, cat, cow, dog, horse, sheep, aeroplane, 
bicycle, boat, bus, car, motorbike, train, bottle, chair, dining table, potted plant, sofa, and TV/monitor) 
(Everingham et al. 2010). The UIUC dataset was developed by the researchers at the University of Illinois 
at Urbana-Champaign. So far, it only includes the cars with side views (Agarwal et al. 2004). The 
CALTECH dataset was developed at the California Institute of Technology. It consists of aeroplanes, 
cars, human faces, motorbikes, etc. (Fei-Fei et al. 2006). The INRIA dataset was created as a part of the 
research work in human detection, and therefore the images in the dataset are those of people at upright 
positions (Dalal and Triggs, 2005). Similar to the PASCAL VOC dataset, the MIT-CSAIL dataset contain 
multiple object classes (e.g. bicycle, bottle, apple, bookshelf, car, chair, desk, sofa, building, door, and 
window) and the scenes viewed from offices or at streets (Russell et al. 2008). 
 
These publicly available datasets provide a common ground truth for evaluating the performance of 
existing object recognition methods, which drives the recent development of object recognition research. 
However, there are several issues restricting the use of the current datasets to evaluate existing methods 
for the recognition of construction equipment. First, the datasets only contain limited object classes, and 
none of them include construction equipment. Second, the images in the datasets provide a small range 
of variability regarding the position of the object in the image. The relative position and orientation of the 
object-of-interest with respect to the camera tend to be typical. An object tends to be centered in an 
image and presented in stereotype pose (Ponce et al. 2006). Finally, most images in the datasets have 
little or no occlusion and background clutter (Ponce et al. 2006). As a result, it is unknown whether or not 
existing recognition methods can be used for on-site construction equipment recognition. In order to 
answer this question, it is necessary to create a new dataset, which covers typical construction equipment 
under realistic site conditions: multiple pieces of equipment working together with illumination variation 
and partial occlusion by debris and materials. 
 
 
3. Objective and Scope 
 
The main objective of this paper is to develop a dataset which comprises the images with different types 
of construction equipment. The equipment in the images are manually labeled as "excavator", "loader", 
etc. The labels establish the ground truth for construction equipment recognition. This way, the dataset 
can be used to evaluate the performance of existing object recognition methods, when they are 
implemented and applied to recognize construction equipment at construction sites. 
 
In order to test the dataset effectiveness, the dataset is used to evaluate the performance of construction 
equipment recognition with an existing object recognition method (Felzenszwalb et al. 2010). The method 
was built upon the discriminatively trained deformable part models, which was awarded the PASCAL 
VOC "Lifetime Achievement" Prize in 2010 (Everingham et al. 2010). The results show the feasibility of 
using the dataset developed in this paper to measure the construction equipment recognition 
performance with existing object recognition methods. 
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4. Dataset Development for Construction Equipment Images 
 
4.1 Image Collection 
 
In order to create a construction equipment image dataset, multiple construction sites around Montreal 
have been selected as the image collection sources. A high-resolution camera, Nikon D40, which can 
produce an image with the maximum resolution of 3008 x 2000 pixels, was used in order to ensure good 
quality of images. The images of construction equipment were captured at real construction sites (Figure 
1a). For example, the images were taken under different illumination conditions. The equipment has 
different poses. Multiple pieces of the equipment work together. One is partially occluded by another, or 
by debris and materials. Examples of the collected images are illustrated in Figure 1(b). 
 
 

   
          
     (a) Image collection                                                (b) Examples of collected images   
                                                

Figure 1: Image collection from construction sites 
 
The EOI compiled in the image dataset is divided into 3 main categories: 1) excavating and lifting 
(excavator, backhoe), 2) loading and hauling (loader, dozer), and 3) compacting and finishing (roller, 
grader). For each class of equipment, hundreds or thousands of images were collected in order to ensure 
a wide range of image variations in terms of pose, viewing angle and illumination change. During the 
image collection process, the focus was placed on capturing the images with the following factors: 1) 
equipment from different manufactures (Caterpillar, Volvo, Deere, Komatsu, Hitachi, Case etc.); 2) 
different models and sizes within the same class of equipment (large, medium and small); 3) variation in 
equipment poses; 4) changes in viewing angles (front, rear, left, right, etc.); and 5) various illumination 
conditions (different period of day time). Construction equipment is commonly composed of various 
articulated parts. These parts undergo drastic pose variations under operation. Therefore, special 
attention was placed to capture the images of the EOI, when it is working. 
 
4.2 Image Annotations  
 
The images of construction equipment, collected from different construction sites, are compiled in the 
dataset. Each image is manually annotated. The annotation includes the identification of main 
components for each EOI. For instance, a typical excavator is composed of a bucket, stick, boom, cab on 
a rotating platform and undercarriage with tracks. A loader usually comprises a bucket, arm, cab and 
wheels. A roller generally contains a front roller, cab and wheels, and a dozer is composed of a blade, 
cab and tracks. Considering these components, the annotations for excavator, loader and dozer are 
illustrated respectively in Figure 2(a), (b) and (c).  
 
In addition to the components, other information about the equipment is also included in the annotation. 
For example, the annotation indicates the type of the equipment, and the view of the equipment in the 
image. The occlusion and representativeness tags in the annotation means the percentage of the 
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equipment part that has been occluded and the percentage of the equipment part that has not been 
truncated. Moreover, the annotation could be used to answer the questions like which construction 
equipment image is being annotated (image name), and what is the resolution (width and height) of the 
image. One example of the annotation files is illustrated in Figure 3. 
 
 

 
 
                  (a) excavator                                      (b) loader                                          (c) dozer     
                                                                         

  Figure 2: Equipment parts identification with polygons 
 

 
 

Figure 3: Example of an annotation file 
 
When the annotation files for all the collected construction equipment images are created, the dataset is 
organized into two folders. One folder is for the images and the other is for the annotations. Each image 
file in the image folder has its corresponding annotation file in the annotation folder, and vice versa. The 
relationships between the image file and annotation file are indicated by their file names. An image file 
and an annotation file will have the same name, if they are related. For example, when there is an image 
file ‘CERD_000001’, correspondingly, there is an annotation file ‘CERD_000001’. 
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5. Evaluation of Construction Equipment Recognition with the Dataset  
 
So far, an object recognition method developed by Felzenszwalb et al. (2010) has been selected, and its 
performance for the recognition of construction equipment has been evaluated with the dataset created in 
this paper. The method requires the input of the images and the bounding boxes to indicate the 
equipment in the images as a ground truth. Under the method, the images and bounding boxes are first 
used to create the construction equipment recognition models through the supervised training. When the 
models are generated, they can be tested to recognize construction equipment for any given image. 
 
5.1 Dataset Conversion  
 
In order to meet the input requirements of the method developed by Felzenszwalb et al. (2010), slight 
conversions have to be made. The main idea of the conversion is to produce the new image annotation 
files that can be read by the method based on the annotation information contained in the dataset. 
Specifically, for each new image annotation file, the information about the equipment type and image (e.g. 
file name, image width, image height, etc.) is directly retrieved from the dataset and then transferred to 
the new file. As for the bounding box of the equipment, the polygons that represent equipment parts are 
extracted, and the coordinates of the polygon points are compared with each other. The comparison 
results indicate the maximum and minimum polygon point coordinates in x- and y- directions. This way, 
the top-left and bottom-right corners of the bounding box can be determined, and the bounding box can 
be created. Figure 4 shows one example of the annotation information conversion results. The left part is 
the annotation file produced based on the annotation information contained in Figure 3, and the right one 
shows the bounding box for the equipment in the image. 
 

 
 

                                  

Figure 4: Annotation information conversion                                                                                
 
5.2 Recognition Models Training and Recognition Results 
 
When the annotation files in the dataset are converted, the dataset can be used by the method 
(Felzenszwalb et al. 2010) to train the models for construction equipment recognition. Each type of the 
construction equipment has its own recognition model. Figure 5 shows the examples of the recognition 
models for the excavator and loader, which are trained by the method with the dataset.  
 
When the recognition models are generated and trained, the models can be used to recognize the 
construction equipment for a given test image. Figure 6 shows the examples of the recognition results 
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using the trained recognition models to recognize the excavator and loader. In the recognition results, the 
equipment parts are first recognized by the corresponding equipment recognition model (blue boxes in 
Figure 6). Then, a bounding box is generated to cover the equipment (red boxes in Figure 6). 
 
 

 
 
           (a)  Excavator recognition model                                        (b) Loader recognition model 
 

Figure 5: Recognition models trained with the dataset 
 

 

 
 

(a) Excavator recognition 
 

    
           

(b) Loader recognition 
 

Figure 6: Recognition of construction equipment 
 
 
6. Conclusions and Future Work 
 
The ultimate goal of construction automation is to enable an engineer or manager to control and manage 
construction tasks with full autonomous operations. In order to achieve this goal, it is necessary to 
automatically recognize various operational objects at construction sites (e.g. construction equipment). So 
far, there are many object recognition methods that have been developed in computer vision. The 
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effectiveness of the methods has been evaluated by common datasets. However, existing datasets have 
several issues restricting their use to evaluate existing recognition methods to recognize construction 
equipment. As a result, it is unknown whether or not existing recognition methods can be used for on-site 
construction equipment recognition. In order to answer this question, it is necessary to create a new 
dataset, which covers typical construction equipment under realistic site conditions: multiple pieces of 
equipment working together with illumination variation and partial occlusion by debris and materials. 
 
This paper creates a standardized dataset which contains thousands of construction equipment images 
with manual annotations. The dataset is expected to evaluate the construction equipment recognition 
performance for existing object recognition methods. The images in the dataset include a wide range of 
construction equipment from different manufacturers and with different poses, views, and degrees of 
occlusions. So far, one object recognition method has been tested with the developed dataset. The 
results show that the recognition method can be evaluated in a standard, unbiased, and extensive way. 
The future work will focus on testing more recognition methods with the dataset. A comparison between 
these recognition methods will be made to select an appropriate one for construction equipment 
recognition.   
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